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Autonomous Driving
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Takeaways - The key/missing ingredients 

- Data as world engine (simulation/real-world)
- Algorithm (on world model / closed-loop)
- Infra / platform: a must to achieve scalability
- Deployment: dual system / onboard-chip

LLMs? / World 
Models/ Data / 
Infra

Dec 2023

Industry



Perception / 
Prediction 
E.g. on Waymo

Autonomous 
Driving 
Research

New Hype: 
World Model / 
Dual System 
End-to-end
e.g. GenAD / PRISM-1

Previous Hype 
End-to-end
E.g. UniAD / VAD

Academia 

Q: I don’t have too much 
resource. Is there any 
impact research left for 
autonomous driving 
research at University?

A: My guess is Maybe.
Open-set Perception / Motion 
Prediction / etc.

Industry 

Q: We have lots of GPUs, 
millions of driving data. 
Could we leave Tesla no 
pizza, and achieve L4 once 
for all using e2e? 

A: Definitely not.
Academia/industry should 
collaborate in whatsoever close 
manners.

Any pizza left?



End-to-end Autonomy | True Incentive

+ Scaling law: massive amount of data + 
infra/compute —> strong generalization

Hu et al. GAIA-1: A Generative World 
Model for Autonomous Driving

https://arxiv.org/abs/2309.17080 

+ Global optimization: when perception fails/inferior, planning still could work.

Chen et al., End-to-end Autonomous Driving:
Challenges and Frontiers, https://arxiv.org/abs/2306.16927 

https://arxiv.org/abs/2309.17080
https://arxiv.org/abs/2309.17080
https://arxiv.org/abs/2309.17080
https://arxiv.org/abs/2306.16927


Classic algorithm: UniAD

Unified Query

Transformer-based

● Entire pipeline connected by queries
● Tasks coordinated with queries

● Interactions modeled by attention

First time to unify 
full-stack AD tasks!
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Hu et al. Planning-oriented Autonomous Driving. CVPR 2023.



Hu et al. Planning-oriented Autonomous Driving. CVPR 2023.

Planner could still attend to ‘undetected’ regions/objects

Undetected 
by TrackFormer

Still Attended
by Planner

Objects in 
Distance

UniAD - Recover from Upstream Errors



Core in UniAD: Planning-oriented, not a MTL framework.

 Conclusion:

● ID. 4-6: Track & Map → Motion🚀
● ID. 7-9: Motion🚀 ↔ Occupancy🚀
● ID. 10-12: Motion & Occupancy → Planning🚀

Tasks benefit🚀each other and  contribute to safe planning

Hu et al. Planning-oriented Autonomous Driving. CVPR 2023.

Task Synergy Effect:
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BEVFormer: Motivation

In a nutshell…

A unified End-to-End framework which 
fuses multi-camera and temporal 
feature based on Deformable 
Attention and is suitable for various 
kinds of perception tasks in AD

Li et al. BEVFormer: Learning Bird's-Eye-View 
Representation from Multi-Camera Images via 
Spatiotemporal Transformers. ECCV 2022
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BEVFormer: Motivation

Key Recipe…In a nutshell…

A unified End-to-End framework which 
fuses multi-camera and temporal 
feature based on Deformable 
Attention and is suitable for various 
kinds of perception tasks in AD

• BEV Queries Q：lookup to obtain 
BEV feature map
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• Spatial Cross-Attention：fuse 
multi-camera feature
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BEVFormer: Motivation

Key Recipe… CommentIn a nutshell…

• Using learnable queries 
to represent real world 
from BEV view

• Look up spatial features 
in images and temporal 
features in previous BEV 
map, aka 
Spatial-temporal

A unified End-to-End framework which 
fuses multi-camera and temporal 
feature based on Deformable 
Attention and is suitable for various 
kinds of perception tasks in AD

• BEV Queries Q：lookup to obtain 
BEV feature map

• Spatial Cross-Attention：fuse 
multi-camera feature

• Temporal Self-Attention：aggregate 
temporal BEV feature
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BEVFormer: Demo



Introduction to Robotic Manipulation



Introduction | Visuomotor control

Visual 
Encoder

Policy 
Head

image input action output

gripper state + end-of-effector pose



Introduction | Representation Learning for Robotic Manipulation

Pre-trained representations (e.g. CLIP feature) enable efficient robot learning.

However, in-domain robot data is 

scarce. 

To address this limitation:

leverage large-scale human video 

datasets (e.g. Ego4D) 

to extract generalizable features.

Rutav Shah, Vikash Kumar. RRL: Resnet as representation for Reinforcement Learning. In ICML, 2021.
Apoorv Khandelwal, et al. Simple but Effective: CLIP Embeddings for Embodied AI. In CVPR, 2022.
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MPI exhibits stronger generalization capability c.f. R3M, MVP and Voltron.

[2]

[3] [5]

Research Roadmap

MPI (Ours)

RSS 2024



MPI: Manipulation by Prediction Interaction

How to learn a good visual representation in pre-training?



Motivation

Prior 
Work

● (a) R3M: utilize contrastive learning, focus 
on high-level semantics.

● (b) MVP: apply MAE, focus on low-level 
pixel-wise information.

● (c) GR-1: sequential video prediction, but 
introduce noise or redundant information

● Reflect upon the pre-training objectives 

● Instill interactive dynamics by proposing an 
interaction-oriented prediction paradigm

Interactive dynamics: the patterns of behavior and physical 
interactions that occur between a robot and the environment

Lack of 
Explicit Interaction Modeling

❌  effectively capture the dynamic 
interactions 

Ours
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MPI | Pipeline and Framework

“how  to interact” “where  to interact”

Two Training Objectives

Ego4d hand-and-object subset Keyframes

Pre-training dataset

Initial State

Final State
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Language Description

“Remove top of the blender”

Encoder Decoder
prediction queries

Prediction Transformer

Detection Transformer

detection queries

Zeng et al, Learning Manipulation by Predicting Interaction, RSS 2024



MPI | Experiments

Performance Comparison

Generalization Validation 

5 complex kitchen environment 10 clean background

Real-robot Experiment Setting

● Evaluations on visuomotor control: both in real world and in 
simulation(Franka Kitchen, MetaWorld) 🦾

● Referring Expression Grounding 👀👉

Evaluation Suite



MPI - Testament on Real Robots

Validation on generalization

Demo in kitchen environment

Object
Variation

Daisies → RosesWhite plastic pot 
→  Wooden pot

Background
Distraction



Visuomotor Control in Simulation Referring Expression Grounding 

The experimental results reveal 

that MPI yields state-of-the-art 

performance on a broad 

spectrum of downstream tasks.

��

MPI - Experiments



MPI | Takeaways

● By instructing the model towards predicting transition frames and 
detecting manipulated objects, the model can foster better 
comprehension of “how-to-interact” and “where-to-interact”.

● Interaction-level feature yields enhanced generalizability.

● The tasks of predicting transition frame and detecting manipulated 
objects can promote each other.

Project page Code on Github



CLOVER: Closed-Loop Visuomotor Control with 
Generative Expectation for Robotic Manipulation 

How to “calibrate” intermediate state towards better policy actions?



Motivation

Sub-goal k

Sub-goal k+1

CLOVER: Adaptive Subgoal Transition +  Re-planning + Completion Assessment

From classic control to visuomotor policy



Key observation

Bu, et al, Closed-Loop Visuomotor Control with Generative Expectation 
for Robotic Manipulation, in submission

Diffusion 
Model

Generated Sub-goals

State Embeddings:
Effectively measures
current-to-goal errors.

Actual Roll-out

D
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 t
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s

Roll-out steps

Guide Align

Policy

Cosine distance of 
state embeddings



Experiments

➔ Substantial improvement over language-conditioned behaviour cloning baselines

Real-world Robots: Consecutive Tasks

+30%



Experiments

· +8% v.s. 3D Diffuser Actor (previous SOTA) with more inputs
· +30% v.s. Previous “Planner + Executor” Method

Simulation: CALVIN Benchmark



Concluding Remarks
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What’s Next for Robotic Manipulation

Engine / Pre-training

General-purpose, interpretable embodied foundation 
model with causal reasoning capabilities

Application / Task

Fixed Manipulation

Data Collection

Programming

Tele-operation

Pre-train a “brain” model for 

robotic “upper body” tasks.

Mobile Manipulation

generali
-zation“brain” model



Humanoid Robots for Manufacturing

https://docs.google.com/file/d/1is6vNBrcPsFV5nZOX89nQ_Y9rb2-vrCK/preview


Kudos to Our Fantastic Members / Collaborators

Jiazhi YangShenyuan GaoYihang Qiu

Li Chen

Tianyu Li

Meet our team in 
Delft @RSS 2024!!!

Chonghao Sima Huijie Wang Zetong Yang

And many 
others …

Team Meetup 
@ Mt. Everest 
Tibet, China
2023

Also the slide credit

Yunsong Zhou
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